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 : الملخص

تساااااااااااد تننيااان التننيااب ا  البيااانااان عر العلوخ ال  المعرعااة الم فيااة  اااااام     

تحليل سااالول المرض المساااتنبلر مجمواان بيانان الأمراض التر يمك  اسااات دامها ل

والتنبؤ باا ح حيااو تتوعر تننيااان ويواخمميااان م تلفااة لاساااااات را  البيااانااانح منهااا 

ا لاسااااات را  قوااد التننيب م  مجمواان  التصاااااني  وسو الأسااااالوب الأكلر شااااايواد

عر سذه الوخقةح تم اساات داا ال واخمميانش شااجرة النراخح الانحداخ  البيانان الضاا مة 

اللوجسااااااترح الشاااااابكاة العصاااااابياةح نيي  بييز  والجاخ الأقربح والمناخنة بي  ا ا هاح 

ح لتصااااااني  البيانان اللبية للتنبؤ بظلم ال هر Orangeباساااااات داا أ اة تننيب البيانان 

  والرقبة 

( لشااااااجرة AUCمنلنة الواقعة تحا منحن  )كااناا ال شالنتيجةة ي  محللةة التةدر ةب

  بينمااا أال  09. 3والجاااخ الأقرب  00. 3حالشاااااابكااة العصاااااابيااة  9.0 3النراخ 

 ( حننتها يواخممية شجرة النراخ 0.930 قة)

 حCalcification Accuracy  =0.767كااناا معدلان الا ا   ي  محللةة التنب::

Area Under Curve  =0.686 ح accuracy =0.733 ح Recall =0.765 

 للانحداخ اللوجستر  7.3 3ل واخممية نيي  بييزح و قة 

ال واخمميان شااااجرة  فر مرحلة التدخيبح تم الحصااااوى ال  أ ا  أعضاااال بواساااالةع

 النراخح الجاخ الأقرب والشبكة العصبيةح بينما لوحظ أقل أ ا  م  قبل نيي  بييز 

 ثم الانحداخ اللوجستر عر مرحلة التنبؤ كان أعضل أ ا  م  قبل نيي  بييزح 
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Abstract 

Data mining techniques help to find hidden knowledge within disease 

datasets that can be used to analyze and predict future disease behavior, 

various techniques and algorithms are available for data mining. The 

classification is the most common technique for extracting mining rules from 

huge datasets. The algorithms: Decision Tree, Logistic Regression, Neural 

Network, Naive Bayes, and K-Nearest Neighbor will be presented in this 

paper, along with comparison among these algorithms, by using Orange data 

mining tool to classify medical data for back and neck pain prediction.  

The result in the training phase: 

The Area Under the Curve of Decision Tree 0.983, Neural Network 0.844 and 

K-Nearest Neighbor 0.839. The highest Precision and Recall were achieved 

with the Decision Tree algorithm; 0.930, 0.927.respectivly. 

In the prediction phase: 

The Calcification Accuracy, Area Under the Curve, accuracy, and Recall of 

Naive Bayes algorithm (0.767, 0.686, 0.733, 0.765) respectively, and the 

Calcification Accuracy of Logistic Regression was 0.750.  

In the training phase the better performance was obtained by Decision 

Tree, K-Nearest Neighbor and Neural Network, whereas the lowest 

performance was noted by Naive Bayes. 

In the prediction phase the best performance was by Naive Bayes, 

while less performance was noticeable by Logistic Regression. 

Keywords: Data Mining, Orange mining tool, Classification algorithm, 

Decision Tree, Logistic Regression, Neural Network, Naive Bayes, K-NN. 
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1. Introduction 

Nowadays, there are many available data and collections saved on the web, 

as well as there are databases that contain a lot of data and information that a 

person cannot analyze manually to discover knowledge and benefit from it, 

hence the need for automated tools that can help us convert those huge 

amounts of data into Useful information and knowledge. Data mining 

techniques and their applications are one of the most helpful tools in this field 

[1].  

The evolution of data extraction in different fields has led to the emergence 

of many algorithms, making it important to choose a suitable mining 

algorithm to obtain better results due to the difference and diversity of data, 

so what works well on certain data may not work like other data mining [2]. 

In this research, orange was chosen as a data mining tool to classify the 

prevalence of neck and shoulder pain in elementary school students and its 

relationship with school bags [3]. Five different classification techniques and 

methods were compared to predict neck and shoulder pain. 

2. Related works: 

 For the prediction of cardiovascular problems, (Weka 3.8.3) tools for this 

analysis are used for the prediction of data extraction algorithms like 

sequential minimal optimization (SMO), multilayer perceptron (MLP), 

random forest and Bayes net. The data collected combine the prediction 

accuracy results, the receiver operating characteristic (ROC) curve, and 

the PRC value. The performance of Bayes net (94.5%) and random forest 

(94%) technologies indicates optimum performance rather than the 

sequential minimal optimization (SMO) and multilayer perceptron (MLP) 

methods [4] 

 Data mining tools were compared on the basis of their classification 

accuracy. According to the result of three data mining tools used in this 

paper, it has been observed that different data mining tools give different 

results on the same data set using different classification algorithm. 

WEKA shows the best rating accuracy when compared to Rapidminer and 

Orange [5] 

 Researchers used Orange data mining tool to classify two types of selected 

medical data (Breast cancer and heart-disease) by applying decision tree, 

107



Naïve Bayes and K-nearest neighbor (KNN) classification algorithms. 

The accurately of KNN classifier was more efficient in accuracy for the 

both given data set while the NB classifier was the lowest efficient from 

the selected data classifier [2]. 

 Using information-mining methods requires some investment to predict 

disease more accurately. They assert that data-mining tools can tackle 

business addresses that are usually a lot of pain to identify. The use of 

information mining account gives effective results. The application of 

information mining systems to coronary artery disease treatment 

information can lead to a reliable implementation like that achieved in 

coronary artery disease diagnosis [6]. 

3. Methodology 

3.1 Data Mining Classification Algorithms:  

This study focuses on the following classification algorithm for comparison 

in Orange data mining tool:  

Decision Tree (DT): Decision tree algorithm is a classification technique 

that helps in decision making. Its structure is similar to a tree with axes 

that create a known tree, which means that it is a tree coordinated by a 

node called the "root". The inner node "root" contains partitions and 

partition properties. It is a trait test. The parentheses between the inner 

node and its followers contain the test results. Each leaf node is associated 

with a class label. A decision tree is generated from the training set. This 

decision tree is then used to classify groups with an unknown class label 

[8,9]. Decision tree development involves recursive partitioning of much 

of the preparation information, which is part of progressively 

homogeneous subsets based on tests related to at least one of the item 

estimates. These tests are spoken by the interviewer. The signs are 

distributed to the terminal (paper) axes by ways of making the part, for 

example, the bulk of casting votes [10]. 

Logistic regression (LR)  

Logistic Regression (LR) is one of the most important statistical and data 

mining techniques employed by statisticians and researchers for the 

analysis and classification of binary and proportional response data sets . 
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Some of the main advantages of LR are that it can naturally provide 

probabilities and extend to multi-class classification problems[11] 

Neural Network (NN): 

Artificial Neural Networks (ANNs) are a Machine Learning paradigm 

inspired by the way biological neural networks in the nervous system 

process information. An ANNs is an interconnected system of 

collaborative interacting neurons (vector variables known as “nods”) that 

produce an output (prediction, decision, forecast, classification or data 

abstraction) from a given input [12]. 

Naïve Bayes (NB): 

Naive Bayes (NB) is a classification algorithm for multiclass classification 

problems. It is called Naive Bayes because the calculations of the 

probabilities for each class are simplified to make their calculations 

tractable and it rely on Bayes's theorem, equation describing the 

relationship of conditional probabilities of statistical quantities.  

This algorithm belongs to the good algorithms in data mining. The naive 

Bayes algorithm is simple probabilistic classification. This algorithm 

calculates a set of probabilities by calculating the frequency and 

combination of values in a particular data set [13,14]. 

k-nearest neighbor (K-NN): 

The k-Nearest Neighbors (K-NN) algorithm is a data classification method 

for estimating the probability that a data point will become a member of 

one group or another based on the group to which the data points closest 

to it belong. The K-NN classifier is the classification of unlabeled 

observations by assigning them to the class of the most similar sorted 

examples. The characteristics of the observations are collected for both the 

training and test data set. 

The k-nearest neighbor algorithm is a type of supervised machine learning 

algorithm used to solve classification and regression problems. However, 

it is mainly used for classification problems. It is considered a non-

parametric method because it does not make any assumptions about the 

underlying data distribution. Simply put, KNN tries to determine which 
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group a data point belongs to by looking at the data points surrounding it 

[15]. 

3.2 Orange is a library of C++ core objects and routines that includes a large 

variety of standard and not-so-standard machine learning and data mining 

algorithms, plus routines for data input and manipulation. This includes a 

variety of tasks such as pretty-print of decision trees, attribute subset, bagging 

and boosting, and alike. Orange also includes a set of graphical widgets that 

use methods from core library and Orange modules. Through visual 

programming, widgets can be assembled together into an application by a 

visual programming tool called Orange Canvas [7]. 

3.3 Dataset Description 

A realistic dataset of students on musculoskeletal pain and school bag weight 

was used [3]. Table 1 presents the 8 attributes of the dataset. There are 409 

records of students (204 male and 205 female) in the dataset. Their age range 

is between 8 and 16.  

Table 1. Description of datasets 

No Attribute Values 

1 Age Min Value:6   Max value:17 

2 Sex Male:204 Fmale:205 

3 Class floor Values: 1, 2, 3 

4 Transportation (1) Car  (2) walk 

5 Transport time  in minutes Min Value:0   Max value:60 

6 Method of carrying the bag Values: 1, 2, 3 

7 Waist belt (1)YES  (2) NO 

8 using of waist belt (1) YES  (2) NO 

9 carrying other things (1)YES  (2) NO 

10 Are parents help? (1) YES  (2) NO 

11 Student weight in kg Min Value:22.6   Max value:75.9 

12 the bag weight in kg Min Value:1.5   Max value:7.9 

13 Backache or neck pain  (1)YES  (2) NO 

3.4 Classification model: 

In order to achieve the objectives set, the classification model was designed 

using the free data mining tools which are oranges as shown in Figure 1. 

The dataset was divided into two sets, training data made up approximately 

75% and test data made up the remaining 25%. The first dataset was used to 
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train and learn model, and the last dataset was used to examine and evaluate 

the model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Results and discussion 

The experiment for this research begins by opening the orange data mining 

tool and choosing the test data set to use. It then applies the selected 

classification algorithm and finally displays the evaluation results, as shown 

in Figure 2. 

The CA (Classified Accurately) scores for DT, K-NN, and NN were 0.927, 

0.800, and 0.780, respectively. LR was next, with 0.741 for Classified 

Accurately instances, while NB had the lowest CA value at 0.727. 

Furthermore, the results in table 2, show a virtually optimal DT with an AUC 

(Area Under the Curve) value of 0.983, then a NN value of 0.844, and a K-

NN value of 0.839. The analysis also shows that the highest Precision and 

Recall were achieved with the DT algorithm, the Precision value is 0.930 and 

the Recall value is 0.927. On the other hand, NB performed the worst in this 

case with an accuracy score of 0.689 and a Recall score of 0.727. 

                Figure 1. The classification 

model. 
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Furthermore, the analysis shows that the DT achieved his highest F1 measure 

of 0.928, while the LR achieved his lowest F1 measure of 0.696. 

     In the prediction stage, it can be seen that the NB algorithm is considered 

the best compared to the other algorithms where (CA = 0.767, AUC = 0.686, 

accuracy = 0.733, Recall = 0.765, and F1 = from 0.718), followed by the 

highest CA value is 0.750, which is considered the best, it was achieved by 

LR, the lowest CA value reached with the DT was 0.603, and the NN 

algorithm gave the highest values for F1-Meas and Recall (0.715, 0.745). 

Table 3 shows the prediction results for each algorithm. This comparison is 

presented graphically in Figure 2. 

 

 

 

 

 

 

 

 

Table 2:   The results obtained in the training Phase  

Model AUC CA F1 Precision Recall 

Tree 0.893 0.800 0.774 0.790 0.800 

Logistic Regression 0.983 0.927 0.928 0.930 0.927 

Neural Network 0.844 0.780 0.755 0.761 0.780 

Naive Bayes 0.739 0.727 0.697 0.689 0.727 

kNN 0.745 0.741 0.691 0.696 0.741 

Table 3:  Prediction results in the testing phase. 

Model AUC CA F1 Precision Recall 

Tree 0.538 0.603 0.620 0.643 0.603 

Logistic Regression 0.636 0.750 0.698 0.703 0.750 

Neural Network 0.631 0.745 0.715 0.709 0.745 

Naive Bayes 0.686 0.765 0.718 0.733 0.765 

kNN 0.527 0.716 0.674 0.659 0.716 
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Figure 2 Comparison of the prediction accuracy of different model. 
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5. Conclusio 

Our study demonstrate that, the better results in the training phase were 

achieved by using DT, LR, NN algorithms, while in the prediction phase the 

best achievement occurred by using LR, NN, NB algorithms compared to the 

rest of the algorithms. 
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